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In this talk, I investigates possible forms of racial biases in the output of Large Language Models. The study is
based on linguistic anthropological theory, where ‘race’is understood as linguistic and discursive construction
(Alim, Reyes & Kroskrity 2020). The language generated by AI is influenced by these constructions. The data
collection to test this is based on a research-lead MA seminar where students inspected output of ChatGPT
for racial and minority discrimination. Six different prompts were developed that were tested on whether
the output would create racially biased language or content. Prompts were entered by ten different individ-
uals and in different languages (English, German, Arabic, French, Spanish, Ukrainian, Italian, Portuguese,
Tamil, and different minority/ non-standard varieties such as Piedmontese, Tanglish, Andean Spanish, Sicul-
ish, Kiezdeutsch or Berlinisch).
The results of the study indicate that there are several aspects that influence the output of ChatGPT. These
include topics of previous prompts of the user, choice of language or language variety, sensitivity of the topic
and how the prompt has been phrased. The analysis overall gives indirect access to possible limitations of
the data-set (especially if the language used is not English), to the relevance of use history and to debiasing
techniques that in some cases are likely to have influenced the output. In this sense, the study serves as an
explorative approach to methods that can be used to evaluate the functioning, limitations and advantages of
the tools.
At the same time, the study is indicative of how an LLM can be used to reflect on social practices of speaking
as appearing in data sets, which registers or topics designers of technologies and developers of algorithms
deem relevant or appropriate language practices (Markl & McNulty 2022) and how language culture may be
reconfigured because of the existence of AI language models.
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